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INTRODUCTION 

More frequently it is the rule, rather than 
the exception, for a researcher to report the use 
of a given sample size without indicating the ba- 

sis for the determination thereof. Just as we 
expect to be apprised of the research design and 
the statistical design, we should expect suffi- 
cient information with respect to the sampling 
design, of which the determination of sample size 

is a fundamental dimension. 

This presentation may be considered an initial 
taxonomical effort of sample -size formulae. How- 
ever, the formulae presented, of course, consti- 
tute nothing more than a sample of research situa- 
tions. 

Part I, "Selected Sample -Size Computational 
Approaches," is predicated upon a priori data, 
affording, for the most part, thé direct sample - 
size determinations. Included therein are formu- 
lae for the estimation of the population mean, 
the estimation of the population proportion, de- 
termination of sample siz for t -test, determina- 
tion of sample size for Xe, and determination of 
sample size for the F -test. Some direct and in- 
direct duplication of formulae are to be observ- 
ed. Numerical values may be substituted for the 
purpose of demonstrating the means of attaining 
the desired applicatory results. 

Part II, "Selected Sample -Size Tabular Ap- 
proaches," is predicated upon a posteriori data, 
affording, for the most part, the indirect sam- 
ple -size determinations. Included therein are 
formulae for the estimation of the population 
mean, the estimation of the population propor- 
tion, the determination of sample size for t- 
test, the determination of sample size for X , the 

determination of sample size for the F -test, and 
the determination of sample size for r, including 
correlation coefficients based upon the continu- 
ous interval scale. 

It must be recognized that the Type I and II 

Errors may be either one -tailed or two -tailed, 
that is, one side or two sides. The Type I Error 

refers to alpha ( ), the probability of er- 

roneously rejecting the null hypothesis. Accord- 

ingly, one minus alpha (I- represents the 

probability of not rejecting the null hypothesis, 

that is, not making a Type I Error. The Type II 

Error refers to beta ( ), the probability of 

erroneously accepting ttie null hypothesis. Ac- 

cordingly, one minus beta (1-16) represents the 
probability of not accepting the null hypothesis, 

that is, not making a Type II Error. The stan- 

dard normal deviates and , as well 

as t c( and ), are employed, respective- 

ly, for indicating the probabilities of the two 
errors. The use of t values, however, usually 
requires iterative stabilization. 

It should be noted that more and more emphasis 
is being placed upon the use of the power function 
(1-19 in hypothesis testing. Traditionally, 
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there has been a focus on the significance cri- 
terion ), while ignoring power Some 
statisticians, of course, are of the convincing 
opinion that the consideration of power results 
in an abundance of liberality, for significance 
is more likely to be uncovered on the basis of 
the amount of effort-put forth rather than on the 
basis of an empirically pragmatic meaningfulness. 
On the other hand, reputable statisticians main- 
tain that the traditional approach -- focusing on 
only alpha -- results in a desirable degree of con- 
servatism. While one may tend to align himself 
or herself definitively on the side of one of the 
positions, it must be remembered that sampling is 
served by the inclusion of the power considera- 
tion, for such does result in the determination 
and use of a larger sample size. 

The finite population correction (fpc) is ba- 
sically employed when n represents 5 percent or 
more of the population. When the percent is less 
than 5 percent, the effect on the sample size is 
negligible. In this regard, however, a defend- 
able position is that can profitably be ap- 
plied in connection with all finite populations, 
thereby elevating the finite population to an in- 
finite population. 

A sample size is, at best, a tentative, opera- 
tive estimate. Accordingly, it must be recog- 
nized and understood that various and sundry ap- 
proaches to sample size are, can be, and should 
be employed. The basic consideration in this re- 
gard is the rationale for the use, justification, 
and defense thereof. The formulae relating, for 
example, to the estimation of the population mean 
and the population proportion are cases in point. 
The former focuses on measurement (the amount on 
a continuous basis), and the latter focuses on 
counting (the number on a discontinuous, or dis- 
crete, basis). To the extent that the population 
estimations can be justified -- whether or not such 
estimations are actually effected- -one of the 
foregoing estimation formulae may be in order, as- 
suming, of course, random selection from a finite 
population. Hence, the basic consideration should 
not be a parametric estimation in fact; it should 
be a parametric estimation in theory. 

Finally, it must be emphasized that a research- 
er is not, ordinarily, cognizant of the specific 
statistical technique(s) which will ultimately be 
employed. Since n must be known in order to collect 
the desired data, must, usually, be known prior 
to the decision with respect to statistical tech- 
niques in the data analysis. That is to say, a 
given set of data can and will lend itself to the 
use of optional statistical techniques. There- 
fore, a means of determining initial sample size- - 
prior to the decision to use the t -test, for ex- 
ample- -must be available. 

I. SAMPLE -SIZE COMPUTATIONAL APPROACHES 

A. ESTIMATION OF THE POPULATION MEAN 



1. Type I Error without fpc 

NI= 

2. Type I Error with fpc 

= ( 
(b 

Type. and II Errors without fpc 

6 

4. Type I and II Errors with fpc 

( 
) + 

5. Type I Error without fpc (requiring 
iteration for stability) 

ES$TMATION OF THE POPULATION PROPORTION 

1. Type I Error without fpc 

2. Type I Error with fpc 

+ - 
3. Type and II Errors out fpc 

4. Type I and II Errors with fpc 

1 

5. and Rohlf (15, 17); cf. I -D-5 

N Tabular Value (Table 1) 
(Angular Transformation Squared) 

C. DETERMINATION OF SAMPLE SIZE FOR t -TEST 

1. Lacey (8) -- ..derived from t -test 
formula 
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2. Walker and Lev (19) -- d represents 
the departure from hypothesis which it is 
desired to detect 

3. Walker and Lev (19) -- using equal - 
size samples and determining n for each 
sample 

4. Hadley (5) -- Type I and II Errors -- 
n is sample size for one sample; 2n the 
¡ample size for both 

5. Dixon and Massey (2) -- derived from 
z formula -- Type I Error 

6. Dixon and Massey (2) -- derived from 
z formula -- Type I and Errors 

7. Marascuilo (10) -- Type I Error 

8. Marascuilo (10) -- 

/Type 

I and II Errors 

9. Sokal and Rohlf (15, 17) Type I and 
II Errors without fpc (cf. I -D-5) 

(Angular Transformation Squared) 
Tabular Value (Table 1) 

D. DETERMINATION SAMPLE SIZE FOR 

1. Lacey (8) -- anticipated observed per - 
centages vs. theoretical percentages 

(.8n.5n.5n)2 (.2n.5n.5n)2 
.36n 

n = 6.635 (idf, 1% level) / .36n 
= 18.43 (19) 



2. Lacey (8) -- anticipated observed 
percentages vs. theoretical percentages for 
2 X 2 Control and Experimental Groups 

Control 

Failed 

.159n 
( .113n) 

.067n 

( u) 
.2 n 

.113n 

( .046n)2 
.887n 

Passed Totals 

.841n n 
(.887n) 

933n n 
(.887n) 
1.774n 2n 

*(.046n)2 (.046n)2 
.113n .887n 

.042222n 

E. OF SAMPLE SIZE FOR F-TEST 

1. Sokal (17) -- the basic formula uses 
t values for taking Type I and II Errors into ac- 
count. 

In studying four populations by means of 
AñOVA, the number of items from each population 
can be determined. The appropriate formula is 

there number of replications 

n 3.841 (1 df, 5% level) / .042222n 90.97 

(91) 

3. Lacey (8) -- assuming results of di- 
chotomous survey with 10% maximum fiducial range 

- 

Owners Non -owners 
.7n .3n 

(.05n)2 (.05n)2 

.7n .3n 

Total 
n 

- 0119n 

n 6.635 (1 df, 1% level) / .0119n 557.56 

(558) 

4. Krejcie, et al. (7) and NEA (16) -- 
Cf. I-D-2 

5. Sokal and Rohlf (15, 17) -- Although 
the following is employed for detecting a true 
difference between two given percentages, the ap- 
proach is applicable to natural and artificial 
dichotomies or rows and /or columns. The ration- 

ale is predicated upon the noncentrality param- 
eter discerned from Table 2. 

Assume that alpha is and power is .80; 
moreover, that pl is 0.65 and p2 is 0.55. By 
means of Rohlf and Table K for angular 
transformation, the two proportions are convert- 
ed to aresines, angles, in degrees, whose sines 
correspond to the values given. 

The value from Table 2 is 12,884.8; and 
delta square is (53.73 - 47.87)2 5. 

34.3396 

12,884.8 
34.3396 - 375.21 (376) 

2n (for samples) = 752 
N.E.: (1) When one of the percentages is 

theoret -cal, divide by two delta square 
(2) When this overall approach 

yields a sample size of n420, the estimated n 
should be increased by the value of one (1). 
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True standard deviation 

the smallest true difference 
which it is desired to detect 
(N.B.: It is necessary to know 
only the ratio of to , 

not their actual values) 

degrees of freedom of the sample 
standard deviation ( 

with a n replications 
per group 

significance level (such as 0.05) 

desired probability that a dif- 
ference will be found to be sig- 
nificant (if it is as stall as 
delta )) 

values from a 
two -tailed t -table with degrees 
of freedom and corresponding to 
probabilities of d and 2(1 - P), 
respectively 

Iterative Solution: Iterate to stability when 
necessary. 

The ratio is given as 6/5. The initial n is 20. 
T h e n , y is (4 (20 - 1)) 4 19 76. 

Substituttlzalues on the basis of an n 20 are: 

a(S 

Next, try an n of 35. Substituted values are: 

044)b.61 t 
= 

Bence, 35 replications per population (a total 
of 140) are required for the four populations. 

II. SELECTED SAMPLE -SIZE TABULAR 

A. OF POPULATION MEAN 



1. Welkovitz, et al. (20) -- (Y), 
the effect size of the population, is de- 

termined Delta ( ), 
a function of n, y , is read from 

Table 1. 

ESTIMATIOñ:OF THE POPUTATION PROPORTION 

1. tz, et al. (20) 
(Y ), the population effect size, is ' on of , 
is read from Table 1. 

C. DETERMINATION OF SAMPLE SIZE FOR t -TEST 

1. Dixon and Massey (2) -- for one- 
sample case -- d is read from the 
authors' table. 

2. Dixon and Massey (2) -- for tvo- 
sample case -- d is read from authors' 
table. 

3. Welkovitz, et al. (20) 
(Y the population effect size, is 
determined by (/ -041 Delta 
( ), a function of n, , is 

read from Table 1. resultant n is 
for each sample size; (equal nnq) is 
required for the computation. 

4. Welkowitz, et al. (20) -- when the 
two sample unequal 

5. Dixon and Massey (2) -- for collected 
and analyzed paired data (6 . 6i) n 
provides the number of paire of observa- 
tions. Read d from the authors' table. 

6. Dixon and Massey (2) -- for deviation 
- one population mean -- 

ample size d is read from the 
authors' table. 
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7. Dixon Massey (2) -- differences in 
two population means -- tvo- sample cases -- d 
is read from the authors' table. 

- 
('1 

8.: Guenther (3) -- Delta (d ) read from 
(13) 

4 .z. 

D. DEVIATION OF SAMPLE SIZE FOR 

1. Sokal and Rohlf (15, 17) -- Cf. I -D-5, 

which is also applicable. 

E. DETERMINATION OF SAMPLE SIZE FOR F -TEST 

1. Daniel (1) -- Phi ), a noncen- 
trality parameter is read, converted, and in- 
terpreted on the basis of, for the most part, 
the Pearson and lartley charts (14). 

2. Guenther (3) -- One-wa 

3. Guenther (3) -- Formula for an indirect 
determination of n. 

(;-. 
4. Guenther (3) -- 

!locks. 

y 
Randomized Complete 

5. 6 ) Basic formula. 

6. Dixon and Massey (2) -- Basic formula. 



7. Winer (21) -- The noncentrality parameter 

is read, converted, and interpreted on the basis 
of the Tiku tables (18). 

DETERMINATION OF. SAMPLE SIZE FOR r 

1.- Welkowitz, et al.,(20) -- -Gamma ), 

the population effect size, , is de- 

termined correlation coefficient. effiçient. 

Delta ( ), 

is read Table 1. 

Table 1 
A Function of Significance Criterion ) and 

Power (l- ) 

One- tailed test (a ) 

.05 .025 .01 .005 

Two- tailed test (a( ) 

Power .10 .05 .02 .01 

) 

.25 0.97 1.29 1.65 1.90 

.5o 1.64 1.96 2.33 2.58 

.60 1.90 2.21 2.58 2.83 

.67 2.08 2.39 2.76 3.01 

.70 2.17 2.48 2.85 3.10 

.75 2.32 2.63 3.00 3.25 

.8o 2.49 2.80 3.17 3.42 

.85 2.68 3.00 3.36 3.61 

.90 2.93 3.24 3.61 3.86 

.95 3.29 3.60 3.97 4.22 

.99 3.97 4.29 4.65 

.999 4.37 5.05 5.42 5.67 

Table 2 
Alpha and Power (Sokal and Rohlf (15, 17)) 

Power CC 
.1 .05 .01 .001 

.5o 4,442.2 6,306.4 8,883.7 10,891.5 

.8o 10,150.2 12,884.8 16,474.3 19,171.6 

.90 14,059.3 17,249.8 21,368.5 24,426.2 

.99 25,890.0 30,161.4 35,536.7 39,450.1 
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